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Abstract 
This paper proposes a simple method of using video as 
a lifelog to measure the social activity of a camera-
wearer from a first-person perspective, aiming to 
quantify and visualize social activities that are 
performed unconsciously. The context of social activity 
is determined by the number and continuity of detected 
faces, whereas the amount of social activity is 
calculated by the number, size, and continuity. This 
taxonomy allows users to ascertain whether they tend 
to pass by people or spend time with them, and how 
many people there are. Our expectation is to enable 
users to change their behavior toward achieving social 
health by providing visual feedback. In this paper, we 
show an implementation of our social activity 
measurement and report on our feasibility study. 
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Introduction 
This paper proposes a method of using video as a 
lifelog to measure the social activity of a camera-
wearer from a first-person perspective, aiming to 
quantify and visualize social activities that are 
performed unconsciously. It is a simple idea of this 
research whether counting the number of faces in the 
images of the cameras worn by individuals can 
measure the daily social activity amount. Just as the 
pedometer counts the number of steps from the 
acceleration change, this research aims to realize the 
"facemeter" by counting the number of faces. In recent 
years, as a result of advances in technology to 
distinguish patterns of fluctuations in body motion, list 
band type activity meters (Fitbit, SmartBand, Jawbone, 
Apple Watch, etc.) identify walking, jogging, sleeping, 
etc. It has enabled people to adjust physical activity for 
health. Like as a pedometer developed as a measure of 
physical activity, we explore possibilities as a social 
activity measuring instrument by counting based on the 
time pattern of face detection. 

Recently, wearable cameras have become widespread. 
We use the first-person video as a lifelog (first-person 
lifelog video). By wearing a camera (Figure 1), various 
scenes can be captured (Figure 2). Face-to-face 
communication occurs in daily life, such as when we 
meet and talk to people. Additionally, there are scenes 
of television-viewing, magazine-reading, and using 
social networking services as forms of face-to-face 
contact. We focus on scenes facing the face, among 
various social activities. Our expectation is improving 
social health [5; 11] via visual feedback of measured. 
In this paper, we show an implementation of our social 
activity measurement and report on our feasibility 
study.  

Related Work 
Techniques for recognizing the social context of 
individuals and groups from nonvisual information have 
been studied by many researchers. For example, by 
combining exercise with an acceleration sensor, a voice 
with a speaker, distance with a Bluetooth link and face-
to-face detection with an IR sensor, various aspects of 
the social context have been measured [9]. The 
productivity and job satisfaction were predicted by 
measuring. Additionally, studies have been conducted 
to simply interpret the important aspects of the social 
activities themselves. For example, technologies that 
interpret a talking field [8] enabled researchers to use 
a simple algorithm and a lightweight, networked mobile 
terminal equipped with a microphone to work in crowds. 
On the other hand, many techniques have been studied 
for analyzing first-person video. For example, 
calculating the line-of-sight of another person’s face 
from the position and orientation of the camera-wearer 
allows software to create a 3D mapping of the 
environment, creating a heat map. This can be used to 
estimate the partner’s profile and role in a group 
setting [3]. Additionally, multiple camera-wearers’ 
scenes can be analyzed to correlate head movement 
and faces during a group conversation. Thus, it is also 
possible to derive the position and orientation of the 
face of the camera-wearer [12]. Furthermore, studies 
on human health [4; 7; 10] and perception extension 
[6] have been conducted using wearable cameras. 

There are many aspects of social activities that require 
us to well-recognize important information, according 
to the purpose and scope of its application. If there is 
something of value that can be recognized from non-
visual cues, we believe that there is a social context 
that can be recognized anew from visual information. It 

 
Figure 1: Lifelogging by wearing 
a camera on a chest. 
 

 

 
Figure 2: Examples of the scene 
captured using first-person lifelog 
video. 

 



 

is useful to understand the context of the camera-
wearer from first-person video and to support their 
activities as necessary. With our approach, we measure 
the degree of face-to-face relationship with others by 
counting based on the time pattern of face detection. 
Our expectation is to provide feedback that leads to 
greater social health. 

Social Activity Measurement 
We interpret the face-to-face relationships in daily life 
as participation in social activities. Also, we define 
quantities and visualization of how much and what kind 
of situations were defined as social activity volume and 
social activity situation. Considering approaching the 
actual impression by considering the number of people, 
distance nearness, continuity based on the number of 
faces obtained from face detection, face size, and 
continuity of faces. Therefore, identification of faces 
such as whether they are the same person, expressions, 
identification of opening and closing of the mouth are 
not done. For face detection, we use OpenFace [1]. 
Face tracking of the dlib library used in there has the 
function of tracking what was estimated as the same 
person's face between frames [2]. Therefore, in this 
research, if face tracking detects continuous faces of 
the same person, it interprets it as sustained 
interaction with that person.  

Based on the numerical values obtained using these 
technologies, we calculate the amount of social activity 
and discriminate the social activity situation. Based on 
the number of people and time continuity, we 
discriminate four types of social activity situations and 
count them separately (Figure 3). If we simply count 
the number of faces, we will treat the same in a crowd 
with another person as well as a close dialogue with a 

specific person. For this reason, we use the closeness of 
the distance and continuity of the time. The amount of 
social activity 𝑆 shall be the time integral of the value 
calculated on the basis of the number of people, the 
closeness of distance, and continuity for each frame 
(Formula 1). For the detected face identification 
number 𝑖, the newly issued ID is used every time 
OpenFace being used this time detects a new face. 
Specifically, different IDs are issued for newly detected 
faces in a certain frame. Utilizing this property, we 
decided to increment 𝑇# 𝑡  for that ID if the same ID is 
detected in consecutive frames and use it as time 
continuity. The closeness 𝐷# represents the size of the 
face occupying the entire screen (Formula 2).  

In addition to calculating the social activity amount, we 
label four social activity situations. As shown in Figure 4, 
the state of social activity context transition is based on 
the result of face detection. Based on the number of 
people and the continuity, we define the four contexts. 
Conditions 1 and 2, left column, are interpreted as 
contexts where engagement is high and face-to-face 
communication is well-established.  

Figure 3: Flow of social activity measurement using face 
detection. 

𝑆 = ∑ ∑ 𝑇#(𝑡) ∙ 𝐷#(𝑡) 
'

#=1

)

*=1
         (1)	
  

𝑖 : The identification number of 
the detected face， 
𝑇#(𝑡) : Continuity (same face 
detection frame, starts from 1), 
𝐷#(𝑡) : Closeness (the area of the 
face occupying the whole), 
𝑚 : The number of measurement 
frames (elapsed time) up to the 
time 𝑡, 
𝑛 : The cumulative number of 
people (number of faces) up to 
the time 𝑡. 

𝐷# = 𝑤# ∙ ℎ#

𝑅
∙ 100                   (2) 

𝑤# : The width of detected face 𝑖, 
ℎ# : The height of detected face 𝑖, 
𝑅 : Screen resolution. Unit: pixel. 

 

 
Figure 4: Determination of social 
activity situations for labeling. 

1. one-to-one： Only one face is 
tracked with an ID. 

2. one-to-many： Two or more 
faces are tracked with IDs. 

3. one-instant： Only one face is 
detected with no ID. 

4. many-instant： Two or more 
faces are detected with no ID. 



 

We expect to be able to obtain social activity quantities 
that are similar to impressions even in situations where 
multiple situations are mixed. Additionally, by counting 
according to the situation, when using it in daily life, 
users can set the target value of each social activity 
amount. Figure 5 is our prototype. This taxonomy 
allows users to ascertain whether they tend to pass by 
people or spend time with them, and how many people 
there are.  

Feasibility Study 
We conducted a feasibility study of social activity 
measurement using our proposed method. The aim of 
the feasibility study was to learn whether the method 
using simple face detection was effective for measuring 
the quality and quantity of communication from a 
lifelog recording. We attempted to measure various 
types of social activities during the conference where 
are several face-to-face communications in a relatively 
short period. Sessions lasted approximately 2 h per day. 
Measurement was carried out every 10 seconds. In this 
paper, we show the result obtained from a person D, 
who participated as a presenter on Day 1 (Figure 6). 

When comparing the labeled parts of the actual scene, 
we identified one-to-one and one-to-many. Also, 
passersby were detected instantly. Moreover, when 
comparing graphs of social activity amounts and 
numbers of faces, we extracted the quality of one-on-
one communication. From these facts, good results 
were obtained, considering the continuity of one-to-one 
communication. In the future, we will evaluate whether 
the labeling of the obtained social activity amount and 
social activity situation is close to the actual impression 
to the camera-wearer who is the user of the social 
activity measurement through long-term daily life. 

Figure 6: Result of Presenter D on Day 1. 

 

Conclusions 
To quantify and visualize social activities performed 
unconsciously, we proposed a method to measure the 
social activities using first-person lifelog video. Results 
of our feasibility study, we believe that the method can 
be used to numerically express relationships while 
accounting for quality and quantity although simple to 
perform. A simple method might be helpful for creating 
a corpus of multimodal data or identifying the 
relationship between social activities and sleep. We 
believe that our proposed method is the first step 
toward lifelogging for social health, especially during 
face-to-face communications. In the future, we will 
investigate the behavioral change by visualizing the 
social activity.  

 

Figure 5: Prototype calculating 
the social activity amount, 
labeling four social activity 
situations. The UI is based on the 
gauge of activity amount like 
Apple Watch, and animation of 
looking back at the activity like 
SmartBand. 
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